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ABSTRACT
The democratization of data science and open government
data initiatives are inspiring groups from civic hackers to
data journalists to use data to address social issues. The
analysis of open government data is expected to encour-
age citizens to participate in government as well as to im-
prove transparency and efficiency in government processes.
Through interviews and survey responses we gathered infor-
mation on forty projects that involved the analysis of open
data. We found that collaborations were interdisciplinary,
small in scale, with low turnover, and synchronous commu-
nication. Most of the projects asked exploratory questions
and made use of descriptive statistics and visualizations. We
discuss how these findings contribute to an understanding of
the emerging practice of open data analysis and to a broader
understanding of open collaboration.
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INTRODUCTION
Data science is growing at a rapid rate, fueled by greater avail-
ability of data and advances in the tools and techniques used
to analyze it. In both industry and the public sector, busi-
nesses, governments, journalists, and activists increasingly
pursue data-driven approaches to decision-making. Advances
in technology have also helped to “democratize data science”
by making data science easier and more accessible [6]. With
less training and cost, individuals can now make use of data
wrangling tools (e.g. Open Refine), pre-packaged machine
learning algorithms, and data exploration tools (e.g. Tableau).
Many of these technologies make integration of data science
and the web easier, such as the storage of data on the web
with cloud computing and interactive visualization with tools
like D3.js or Google fusion tables.
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This democratization of data science has encouraged data sci-
entists, broadly construed, to address problems that promote
social good [6]. The movement toward open data and the ef-
forts taken by governments and public interest organizations
like the World Bank have also pushed in this direction. Open
government data is used by civic hackers, often volunteers
with software development skills, to take a “creative and of-
ten technological approach to solving civic problems” [34].
Organizations, such as DataKind and Data Science for So-
cial Good coordinate volunteers to work with data for good
causes. With the rise of data journalism [28] and the increas-
ing availability of open data, data journalists use data to im-
prove government transparency and investigate social issues.

In this paper we study existing uses of open data for social
good in order to gain a better understanding of this emerg-
ing area of coordinated action. We are interested in both how
these projects are organized and the sorts of questions which
they study. These projects involve many different types of
actors: independent data scientists, civic hackers, data jour-
nalists. These actors come from many different backgrounds:
software development, government, non-profit. There are
many different sources of data and many pressing social prob-
lems. However, all individuals engaged in this work face the
shared challenge of analyzing messy data for intangible out-
comes. Through interviews and surveys we gather individu-
als’ experiences in their own analysis of open data.

RELATED WORK

Use of Open Government Data
A growing number of governments provide data to the gen-
eral public through websites and online portals [3]. In the
United States, President Obama’s 2009 Memorandum on
Transparency and Open Government directed federal agen-
cies to provide internal data to the general public by disclos-
ing it online. Jetzek [15] identified two major goals for the
open data movement in government: to promote democracy
and to capitalize on the power of open innovation. Open gov-
ernment data increases transparency by allowing public over-
sight of government, and it encourages participation by pro-
viding a new avenue for the general public to become more
involved in governance. These two aspects, transparency and
participation, help to promote democracy. In addition, open-
ing data allows the government to outsource data science to
the crowd. This can efficiently make government services
and technology better as well as fueling entrepreneurship and
innovation [15].
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This new abundance of government data provides fodder for
civic hacking. Civic hackers make use of open data to build
software applications with the aim of providing transparency
and better understanding of government functions. More-
over, there is an emerging community of non-profit organi-
zations, startups, independent information technologists and
volunteers engaged in this analysis [17]. One example is a
local community group in Chicago that created an interac-
tive visualization of all lobbyist activity in the city, includ-
ing lobbyists, lobbying firms, clients, and actions sought by
lobbyists from the city (ChicagoLobbyists.org). Other exam-
ples include hackathons, such as the Green Hackathon, that
have brought together 20-60 individuals with broad expertise
to work on societal issues and has resulted in software prod-
ucts that use open data [39]. One such application combined
supply chain information with child labor data from the UN
to provide an estimate of the likelihood that child labor was
used in the manufacturing of specific products.

Several papers from the HCI and CSCW communities have
described some isolated uses of open government data within
specific domains. For example, researchers have studied the
use of Geographic Information System (GIS) data to em-
power regional communities [35, 38] and tax data to engage
citizens with the tradeoffs in government spending [19]. Oth-
ers have studied certain practices in the area of open data.
Bohner and Disalvo [2] interviewed the leaders of civic tech
in Atlanta, finding that openness in government data is more a
spectrum than a binary. Erete and colleagues [9] showed that
non-profit organizations use data-driven stories as arguments
to potential funders and stakeholders. As yet, there have been
no attempts to give a broad overview of the analysis of open
data from a CSCW perspective.

Data Science and Data Analysis
Advances in hardware and software technologies have led to
a rapid increase in the amount of data collected. Companies
and organizations are recognizing the advantages of using this
data in decision making and hiring people with the skills to
exploit this data. This has led to the burgeoning field of “data
science”. Despite the recognition of the importance of data
science and the need to train data scientists, the field and skills
are fuzzily defined [31]. Data scientists are expected to make
meaning from data using a broad collection of skills. There is
little to no academic research about data scientists and their
work practices. Instead a majority of the discussion has come
from position articles in popular media. Harris and colleagues
[13] have argued that data scientists come from many differ-
ent backgrounds that draw analytic skills from five different
areas: business, machine learning, math, programming, and
statistics. A perfect data scientist is often described as a ‘uni-
corn’ because it is impossible for an individual to have all the
skills needed. Renowned data scientists have urged their field
to make use of more teams because it is so difficult for any
individual to gain a complete skillset [29, 30].

Collaboration is common in the practice of statistics, one of
the parent disciplines of data science. One frequent type
of collaboration is between a set of domain scientists and
one or more statisticians [16]. Data analysis has multiple

stages, from problem formulation to data collection through
analysis to conclusion [24]. Collaboration and communi-
cation between domain scientists and statisticians is impor-
tant throughout all stages, but particularly during the problem
formulation period. Because the domain scientist may not
clearly formulate the problem, the goal of the statistician is
to listen and draw out the nature of the problem, then refor-
mulate it in a way that can be tested statistically [18]. In this
way the statistician establishes “a mapping from the client’s
domain to a statistical question” [12]. Chatfield [5] argues
that statistical tasks are tricky because the context of the data
matters: there is often messiness in the data, and the objec-
tives of the analysis are not necessarily clear. The statistician
is encouraged to ask many questions of the domain scien-
tist to gain background information and context to understand
the data. Because communication during this period is both
difficult and critical, Chatfield suggests the following: “from
bitter experience, I particularly advise against consulting by
telephone or electronic mail, where one cannot see the data”.
In this type of collaboration domain scientists provide under-
standing of the problem, the goals, and the data; statisticians
provide the technical skills to construct the appropriate anal-
ysis and extract meaningful results.

Open Science, Open Collaboration, and Open Innovation
Open data analysis shares commonalities with several forms
of collaboration in which sharing and openness are important
tenets. There is a movement toward more open sharing in
science, particularly of data. Data sharing holds scientists ac-
countable by allowing others to confirm findings. Data shar-
ing also accelerates scientific progress through the reuse of
a valuable resource [23]. In spite of these advantages, data
sharing in science is difficult [1]. One obstacle is the will-
ingness of scientists to share their data. There is a tradeoff
between cooperation and openness on one hand and compe-
tition and secrecy on the other [36], and different scientific
disciplines adopt different norms of openness. Another dif-
ficulty is in the use of shared data. Scientists must assess
whether a given dataset is relevant, whether they can under-
stand the data, and whether they trust the data before deciding
whether or not to reuse data [10]. Data often lacks adequate
documentation to understand the context in which it was cre-
ated, its format, and the meaning of its fields [1]. Understand-
ing the data often requires interaction with one of its creators
[32]. Open data analysis, like the movement toward open sci-
ence, involves the sharing and reuse of open data.

Open data analysis also involves the joint production of a
shared artifact. Forte and Lampe [11] define open collabo-
ration as online collaboration that satisfies four conditions. It
must produce a shared artifact, collaboration must be sup-
ported by a technological platform, this platform must al-
low for contributors to enter and exit the collaboration eas-
ily and the platform must allow for flexible social structures.
The two most studied, prototypical examples of open col-
laboration are encyclopedia editing on Wikipedia and open
source software development. Easy entry into a collabora-
tion on technologically-mediated collaboration platforms al-
low large-scale participation [11]. Successful open source
projects can attract tens of thousands of participants [26].



However, easy exit means turnover is high in open collab-
oration [8]. On Wikipedia, a large majority of editors only
make a few edits on one occasion [4]. While technologically-
mediated communication helps to facilitate large-scale col-
laboration by reducing the costs of communication, it may
not be well suited for collaboration that requires high levels of
iterative feedback between participants [11]. Technologically
mediated communication often lacks the richness needed to
establish common ground and support tightly coupled work
[27].

Open data analysis also shares similarities with the Do-It-
Yourself (DIY) and maker movements. The maker movement
is the practice of working with materials (e.g. electronics,
fabrics) and fabrication tools [22]. Some have argued that
it represents the “democratization of technological practice”
[33]. Like work with open data, many participants embrace
a hacker ethos in which creating, playfulness, and tinkering
are encouraged [37]. Offline collaborations in hackerspaces
are as important as online spaces [33, 22]. It has a mix of
lay experts and professionals and has been described both as
a hobby activity as well as a form of open innovation that
leads to the creation of professional manufacturing products
[22]. Wang and Kaye [37] argue that it has looser commu-
nity boundaries than traditional communities of practice and
describe it as a collection of practice.

RESEARCH QUESTIONS
Given the large quantities of data and the complexity and mul-
tidisciplinary nature of data analysis, collaboration is likely
to play an important role in the analysis of open government
data. Governments make hundreds of datasets available and
the most interesting and valuable analyses often come from
combining several of these in a novel way [14]. Thus, no
one individual can single-handedly analyze all of the avail-
able data. Even the work involved for a single project can
be substantial and may require a variety of skills and knowl-
edge. Open data is often provided in bad formats and must be
extracted, cleaned, and processed; this requires coding skills.
To test hypotheses and claims requires statistical knowledge.
Context is often critical to understand data, to understand how
statistical models fit into research questions, and to interpret
the results of these models [5]. Thus, we expect that individu-
als working with open data would often work in collaboration
with others.

One the goals of this project was to understand how collab-
oration unfolds in open data analysis projects. Open data
analysis shares commonalities and differences with multiple
forms of collaboration in which sharing and openness are im-
portant tenets, such as open science, open collaboration (e.g.
open source software), and the maker movement. To address
this question, we employ the Lee and Paine [20] Model of
Coordinated Action (MoCA). MoCA is a descriptive model
used to understand collaborative work; it expands Johansen’s
1988 time-space matrix with two dimensions of synchronicity
and physical distribution to seven dimensions including syn-
chronicity, physical distribution, scale, planned permanence,
turnover, number of communities of practice, and nascence.
Collaborations can be characterized along each dimension.

Participants either communicate at the same time or at dif-
ferent times (synchronicity), communication is remote or in
person (physical distance), many people participate or few
people participate (scale), collaborations are short-term or
long term (planned permanence), turnover is high or low.
Some collaborations draw participants from many different
backgrounds (number of communities of practice), and these
participants have different norms, practices, expertise and
tools. Work practices can be established, routine, and well
understood or they may be unestablished and in development
(nascence).

MoCA can be used to describe meaningful differences in
work practices. For example, a collaboration in which in-
dividuals come from many different communities of practice
entails a culturally diverse group with different norms, prac-
tices, tools, and languages. Members can make use of their
different backgrounds by engaging in work in complementary
ways, but diverse backgrounds may also cause more difficulty
in working together. We use MoCA to address the specific
question:

Research Question 1: How do open data analysis groups co-
ordinate their analytic activities?

Open data analysis projects use open data to produce a tan-
gible artifact, such as a tool or a report. A second goal of
this project was to understand what types of artifacts were
being created. The intent of analyzing data is to produce in-
sights, such as identifying trends, observing anomalies, and
drawing meaningful inferences. These insights can be used
to reflect on government practices and to suggest changes in
these practices.

There are multiple approaches for extracting insights from
data. By building data processing, summarization, and visu-
alization tools, projects make data more accessible to others.
Tools provide the means for an audience to find their own in-
sights in the data and to create their own meaning from these
insights. Alternatively, authors analyze data and summa-
rize their analyses in reports. In reports, authors present the
insights they discovered, their interpretation and their con-
clusion to an audience. There are different types of analy-
ses, some of which are more complex than others [21]. Ex-
ploratory analyses identify trends, correlations, or relation-
ships in the data. These analyses can be used to generate
ideas, but have not been formally evaluated. Inferential anal-
yses evaluate whether a pattern will continue to hold for new
samples. Finally predictive analyses use a set of features to
predict an outcome of interest for a single person or unit. The
latter two, inferential and predictive analyses, require sub-
stantially more skill to apply, but can provide more reliable
conclusions. We categorized projects based on the type of ar-
tifact (tool or exploratory, inferential, or predictive analysis)
they created to address the question:

Research Question 2: What type of artifacts are being pro-
duced by open data analysis projects?



METHOD

Interviews
We conducted semi-structured interviews in order to under-
stand the current practices of open data analysis. Each par-
ticipant was asked to describe one particular project that they
had worked on. Interview questions asked about 1) the pur-
pose and goals of the project (e.g. “What problem (goal) does
the project address?”, “What are the questions that you asked
about the data?”, “What story did you try to emphasize in
the dataset?”) and 2) whether they collaborated with others
and, if so, how they collaborated with each other during the
process (e.g. “Who did you work with?”, “What is each par-
ticipant’s role?”, “How did you communicate with each other
during the project?”). Since the goal of this exploratory re-
search was to gain a broad understanding of current practices,
we actively recruited four different groups of individuals who
work with open data: data journalists, civic hackers, public
officials, and professional data scientists.

We recruited participants by sending direct email invita-
tions to data journalists (https://jplusplus.github.io/global-
directory/); sending direct messages to participants in
the civic hacking organization Code for America; send-
ing direct messages to authors of data science blogs
(http://source.opennews.org/en-US); and advertising on one
author’s Twitter accounts. We also used snowball sampling
to broaden our base of interviewees. In total, 22 people par-
ticipated in the interview study, though 4 were excluded from
the final analysis because they did not use data that was open.
For these 4 excluded cases, the analysis results were open to
the public but the dataset used for each project was created
privately and was not released to public. On average the in-
terviews lasted for around 35 minutes, with the minimum of
20 minutes and maximum 50 minutes. One participant was
interviewed in-person, four by video, eleven by audio, and
two by email.

The authors used iterative coding based on the fundamental
idea of grounded theory [7]. Initial codes were developed
by one of the authors based on relevant dimensions of col-
laborative work practice [20], allowing for open coding of
additional dimensions that might be specifically relevant to
data analysis. The authors then talked through whether codes
should be added or removed and settled on a final set of codes

Survey
To expand the number of study participants and to comple-
ment interview results with quantitative responses we sur-
veyed additional participants. The questionnaire focused on
the same two aspects of open data analysis projects: the goal
of the project and the way in which people worked together on
each project. Each participant was asked to answer the ques-
tions for the last completed project in which they had used
open government data. The survey questions were developed
from the responses to the earlier interviews.

We recruited participants through the same sources listed
above as well as by posting recruitment message on online
forums and communities (e.g. http://reddit.com/r/opendata)

and relevant Facebook Groups. 32 participants began the sur-
vey and met the inclusion criteria of completing at least one
project using open government data. The only incentive given
to participants to complete a lengthy survey that takes 20-
30 minute to complete was being entered into a raffle to win
$50 dollar Amazon gift certificate; as a result, only 22 people
completed all survey questions1.

Participants
In total, forty individuals participated in this study. These par-
ticipants came from a wide range of professions, from soft-
ware development to journalism to data analysis and public
service. Many were students and/or researchers. Most inter-
viewees had used open data in the context of civic hacking (7,
38%) or data journalism (7, 38%). The few exceptions were,
public officials who had worked with community members
who were analyzing government data (2, 11%) and profes-
sional data scientists who had been hired to use open data
for specific projects (2, 11%). The largest number of sur-
vey participants used data in the context of civic hacking (9,
41%). Other survey participants included students and/or re-
searchers (7, 31%), journalists (3, 14%), data scientists (2,
9%), and unspecified others (2, 9%). Each participant was
asked to select a recent project that they had actively partici-
pated in, survey participants were explicitly asked to discuss
their most recent completed project.

Three quarters of participants were male (Interviews: 76%,
Survey: 77%). On average participants were in their 30s (In-
terviews: 35% 20-30 yrs., 47% 30-50 yrs., 18% over 50 yrs.,
Survey: M = 33, range 22 to 50 yrs.). We specifically re-
cruited U.S. participants to obtain a relatively homogeneous
sample. Different political climates of different countries are
expected to influence the use of open data. All of the inter-
viewees lived in United States at the time of interviews. 81%
of survey participants reported that they currently lived in the
United States (other participants were from South Korea and
Singapore). Given the low sample size we did not exclude
non-U.S. participants. Their responses were not substantively
different from U.S. participants. All survey participants had
enrolled in some college classes and 50% had a Master’s de-
gree or higher (we did not ask educational level for intervie-
wees).

RESULTS

Research Question 1: How do open data analysis groups
coordinate their analytic activities?
One major goal of this study was to characterize the specific
nature of collaboration in the emerging practice of open data
analysis. Collaboration was an important part of most open
data analysis projects (89%). In this section, we use Lee and
Paine’s [20] Model of Coordinated Action to describe col-
laboration in open data analysis projects along seven dimen-
sions: scale, planned permanence, turnover, number of com-
munities of practice, synchronicity, physical distribution, and
nascence. These dimensions were coded from responses to
1While 22 stayed until the end of the survey, the number of par-
ticipants for each question varies slightly since we did not exclude
responses from the dropouts



DIMENTION ITEM MEDIAN RANGE
Scale How many people were involved in the project? 3 1 - 40
Planned Permanence How long did the project last? (Days) 90 2 - 1,440
DIMENTION ITEM MEAN SD

Turnover How frequently did people join the project after it was started? 2.04 1.08
How frequently did people leave the project before it was finished 1.79 1.10

Nascence
Felt uncertain about project outcomes while working on the project 3.4 1.0
Had to make adjustments to their plans for analysis 3.5 1.1
Lacked important context to understand the data at the beginning 3.3 0.8

Project Openness
Openness to join the project 2.7 1.7
Accessibility of data, code, and materials 3.4 1.5
Accessibility of end products 3.9 1.5

DIMENTION ITEM COUNT PERCENT

Communities of Practice
1+ years of training in more than two skills (inferential statistics, ma-
chine learning, software development)

14 67%

1+ years of experience in more than two domain areas (government,
journalism, activism, social services and non-profits)

16 76%

Synchronicity In person and synchronous communication 17 74%
Asynchronous communication 6 26%

Physical Distribution Mostly in person or a substantial mix of in person and remote 13 57%
Mostly remote communication 10 43%

Beneficiary

Citizens of a specific region, a specific group of citizens 8 40%
A member of the group 7 35%
Government 3 15%
Specific client 2 10%

Group Formation
Online 10 42%
Through work or friends 9 38%
Both online and through work and friends 5 21%

Table 1. Descriptive statistics for survey responses to seven MoCA dimensions (bolded) and additional items. 5 point scales were used to measure
Turnover (unipolar, “Never” to “Constantly”), Nascence (bipolar, “Strongly Disagree” to “Strongly Agree”), and Project Openness (unipolar, “Com-
pletely Open” to “Completely Closed”). The number of communities of practice were calculated based on participants ratings of their own and their
group members areas of expertise. All survey data was retained, even for participants who dropped out, some sample sizes are larger than 22.

semi-structured questions (e.g. “How did you communicate
with each other during the project?”, “Did you work remotely
or in the same place?”) asked during the interviews and from
responses to specific questions asked to survey participants
(e.g. “How frequently did other people join your project af-
ter it was started?”). While coding interview transcripts, an
additional dimension, beneficiary of the project, emerged as
another important aspect of collaboration. We included it as
an eighth dimension.

Scale
Scale refers to the size of a group of practice. We asked in-
terviewees and survey participants how many people worked
on their project in some capacity, such as by providing feed-
back, providing guidance, or conducting analyses. Both in-
terviewees and survey participants reported working on data
analysis projects in small teams (Table 1). So many projects
may have been small in part due to the fact that participants
found others to work with primarily from people they already
knew. Several interviewees described seeking out colleagues
and friends as collaborators because they knew these people
had the expertise they needed to analyze the data. For ex-
ample Participant 13, a data journalist who worked with su-
per PAC donation data, contacted a colleague at an organi-
zation which he knew had experience reporting on political
donations. Another interviewee, who worked as a data ana-

lyst at a governmental institution, contacted a colleague who
had expertise with human resources data to help provide con-
text to understand the data (Participant 4). Participant 6, a
civic hacker, said that that they often looked for people with
relevant domain expertise (e.g. labor law, health care) from
within their organization when starting a project.

Survey participants were evenly split, with participants find-
ing collaborators through personal connections, such as work
or friends (38%), online through organizations like Code for
America (42%), or both (21%). While most groups were
small, there were a few exceptions; one of our survey par-
ticipants indicated that he worked on the project in a group of
40 people.

Another factor that affected scale was the degree to which
project groups were open. Some projects made their materi-
als open, allowed anyone to join, and made their end prod-
ucts open; others were only partially open. Participant 7 used
GitHub to make all code publicly available both during and
after the project. In contrast, Participant 14, a data journalist,
worked with two other journalists; they compiled data from
multiple sources including open and (previously) closed data,
only making their results available once they were finished.
On average, projects made their end products “Mostly open”.
Groups were bimodal in terms of making their materials open
and allowing anyone to join. Data journalists on average



made their project data, code and materials open, but did not
allow anyone to contribute to the project. By contrast, civic
hackers were more likely to make their project data, code, and
materials open and to allow anyone to join. Larger groups
were formed when project materials were made available and
anyone could join.

Turnover
Turnover refers to the frequency with which old members
leave the group or how often new members join. In gen-
eral, member turnover was rarely identified in the interviews,
which is consistent with our survey findings. We asked survey
participants to rate how frequently other people joined or left
their projects. On average, survey participants reported that
other people “Rarely” joined or left a project after it began.
Many civic hacking projects (e.g. Participant 6 and 7) were
almost entirely open throughout the whole life cycle of the
project. However, limited resources often prevented groups
from actively responding to and incorporating feedback from
others during development.

Planned Permanence
It was difficult to address planned permanence as described
by the MoCA framework because of the decentralized, in-
formal nature of open data analysis. The majority of groups
did not start with fixed end date for their projects. Hence,
rather than ask how long projects were intended to last, we
asked participants how long their projects had actually lasted.
Projects lasted anywhere from 2 days to nearly four years.
Most projects had a specific end goal. Most of the projects
reached that goal, creating a preliminary or finalized tool or
report.

Number of Communities of Practice
A community of practice is a collection of people who share
norms, practices, expertise, and tools. Participants and their
collaborators came from multiple communities of practice,
from software development to data science to journalism
to city government. In describing the members of their
groups, participants described collaborators with heteroge-
neous backgrounds. Furthermore, people with different back-
grounds played different roles within the group.

Interviewees reported that within almost all of the projects
there was at least one person who acted as a domain expert
and at least one person who acted as a technical expert. Do-
main experts provided information about the larger context
of the data, including explaining what was and was not cap-
tured by the data, identifying other sources of data, and iden-
tifying interesting and meaningful questions to ask with the
data. Technical experts completed most of the work and pro-
vided guidance on which analytic methods to use. They also
helped shape the questions by using “quantitative thinking”.
Participant 8, a front-end web developer, described how their
team worked with a city employee who understood regula-
tory frameworks in order to parse the data and focus in on the
most important parts. He said “she was the domain expert.
I am just a software engineer ... There were like 7 different
forms to fill in to enter campaign finance data and there were
tons of different ways to fill out the seven forms ... she let

Figure 1. Mean of level of experience (standard error) estimated for each
area of expertise. Participants rated their own expertise (Self) and the
most expert other member of the group for each area (Others).

me know the three things that she thought were most impor-
tant out of all seven forms”. This helped the team focus their
attention on the most interesting parts of the data. She also
helped them understand what data was missing: only contri-
butions of at least $100 were recorded in the data.

The role of domain and technical experts was similar to the
roles of “thinker and doer” [25], where the domain experts did
more of the thinking and framing of the work and the techni-
cal expert did more of the implementation and conducted the
analyses.

Group members came from many different backgrounds.
This resulted in groups that had a wide variety of skills and
experience. Survey participants rated their own and other
team members’ levels of expertise (Figure 1, Figure 2). More
than half of groups had group members with at least 1 year of
training per subject in two or more specialized areas of infer-
ential statistics, software development or machine learning.
These are areas of skill that come from very different schools
of training. Individuals skilled at software development are
unlikely to be skilled at inferential statistics. Most groups
also had group members with at least one year of experience
in two or more domain-specific areas, such as government,
journalism, activism, or non-profits. As we described in the
section on scale, collaborators were often chosen specifically
because they had the complementary expertise needed to un-
derstand the data.

Not only are many different communities of practice actively
engaged with open government data, even within groups there
are people from many different backgrounds. These people
bring together a diversity of skills and practices that make
such groups highly interdisciplinary. This interdisciplinarity
is in part intentional, with people from different backgrounds
playing different roles within the group.

Synchronicity and Physical Distribution
Many interviewees made use of regular synchronous com-
munication. Participant 15 and her collaborator spoke on
the phone regularly while they were trying to design and
scope the project. Participant 15, who had more experience
with data science projects, was in charge of coordinating the
project. She worked with her collaborator to identify a project
goal and an appropriate data set. These conversations helped
them to shape the project into one that would provide tangi-
ble benefits and that could be carried out in the few months
they had to work on the project. Similarly, Participant 18 met



Figure 2. Mean of level of experience (standard error) estimated for
each subject domain. Participants rated their own expertise (Self) and
the most expert other member of the group for each area (Others).

weekly by phone with collaborators at a different site. Par-
ticipant 18, a government employee, had identified a data set
and a data science problem that he knew could be put into
practice by one of their departments. He acted as an advisor
and go-between because he understood the data and project
goals. The collaborators at the other site were tasked with
carrying out the analyses. These collaborators had technical
skills but lacked experience with this type of data. These con-
versations were used to discuss ongoing analyses. Through-
out the project, the collaborators used these phone calls to
ask Participant 18 specific questions about the data to help
orient themselves and understand the context of the data bet-
ter. After making progress on their analyses, the collabora-
tors would present Participant 18 with their progress in order
to get feedback on their results. They also arranged a face-to-
face meeting for all group members to meet. These conver-
sations were valuable because they provided the technical ex-
perts with guidance, feedback, and context from a domain ex-
pert that helped them to do their work. Synchronous commu-
nication in particular was critical for some projects because
of the interdisciplinary nature of the groups in which domain
and technical experts took on different roles.

According to the survey, most of the groups relied on syn-
chronous information channels such as face-to-face meetings,
audio calls, and/or video calls for communication. More than
half of the respondents had in-person meetings with group
members. The rest of respondents answered that they mostly
communicated remotely.

Nascence
Lee and Paine [20] define nascence as the degree to which
a coordinated action is new and developing versus old and
established. To measure the concept at an individual level,
we operationalized the concept by asking the subjective as-
sessment of uncertainty felt by an individual participator in a
group. As governments have started to make more data open
to the general public and easier to use [3], the analysis of
this data has grown as an area of practice. Many of the com-
munities of practice it draws from—data science, civic hack-
ing, data journalism—are themselves new and developing. To
gauge nascence from the perspective of individuals, we asked
more specifically how much uncertainty they had felt when
working on their projects. In particular we were interested in
whether they felt that they had lacked context to understand
their data or problem at the beginning, whether they had had

to make adjustments to their plans for analysis, and whether
they were uncertain about project outcomes while working
on the project. On average, survey participants leaned toward
agreement that they felt uncertainty in these areas. However,
this was a very weak effect and many participants did not re-
port uncertainty.

Differences in the level of uncertainty which individuals felt
can be explained in a few ways. In retrospect, participants
tended not to see as much uncertainty as they may have expe-
rienced during the process. At the beginning of the interview,
Participant 18 reported that the project goals, questions, and
intended outcomes had remained relatively constant from the
beginning of the project. Later, when we asked the partic-
ipant to walk through the stages of the project, he changed
his mind and described the ways in which their thinking and
goals had changed. Multiple participants indicated that uncer-
tainty was an inherent part of data analysis. Some may have
viewed this level of uncertainty as expected, a normal part of
the process, while others viewed it as unexpected. Participant
10 said that making changes, especially to the questions ad-
dressed in the project, is inevitable: “Doing data analysis is
way of asking questions more than answering the question.
But it is not the final answer. There is always possibilities to
reframe the question.” One answer can lead to the discovery
of another question, so there may not be a definite end to such
a project. This iterative process of discovery was especially
evident among data journalists. Participant 13 reported that
they started out with a tentative hypothesis to test with a data
set and continuously improved this hypothesis. Participant 17
also mentioned “conducting analysis until” they thought they
“found newsworthy story from the data”. From these results it
is clear that many participants experience some degree of un-
certainty in their work. It is not clear whether this uncertainty
is an inherent part of data analysis or whether the uncertainty
will be reduced as open data analysis practices become more
established.

Beneficiary of the project
The intended beneficiary of a project emerged as another im-
portant dimension that helped to shape collaboration. This
dimension is not in the MoCA framework; rather we include
it in this study because it played a recurring role across mul-
tiple interviews. We define the beneficiary of the project as
the intended audience and/or user of the open data analysis
product(s). Many projects had an explicit beneficiary. The
beneficiary might be a paying client who had come to a data
scientist or civic hacker with a request for a specific tool or
analysis that they planned to use (e.g. Participant 3). The ben-
eficiary might be an organization which had a particular need
or an idea of what type of tool or analysis could provide soci-
etal value (e.g. Participant 18). In these cases, the beneficiary
provided strong guidance to ensure that the project succeeded
in creating useful products that met their requirements. Other
projects built tools and analyzed data for a general audience,
often the citizens of a given region. Civic hackers spoke of
building tools to inform citizens and data journalists spoke of
writing articles for potential readers. In these projects, par-
ticipants designed their tools and analyses with the general
audience in mind. With no specific beneficiary and trying to



TYPE OF END PRODUCT COUNT PERCENT EXAMPLE
Tool 14 45% A tool for browsing political contributions in the state of Illinois
Analysis Report 17 55% Does it take longer for people to get out of minimum wage jobs now?

Exploratory 13 42% Are people getting more parking tickets now?
Inferential 2 6% What is causing leakage in a manufacturing pipeline?
Predictive 2 6% Which inspection sites are likely to violate rules in the future?

Table 2. Distribution and examples of artifacts produced by open data analysis projects. Projects coded for all 18 interview participants and 13 survey
participants who optionally provided a link to their project materials.

appeal to a larger group, they had to make educated guesses
about how to produce something that would effectively ap-
peal to their intended audience.

Survey responses were somewhat consistent with interviewee
responses, with the largest number of survey participants in-
dicating that their intended audience were the citizens of a
region. This was followed by projects that built tools or con-
ducted analyses for one of the members of their group. A
smaller percentage indicated that their audience was a spe-
cific client or a specific group, such as government official or
agency.

Research Question 2: What type of artifacts are being
produced by open data analysis projects?
To understand what types of artifacts were produced by these
open data analysis projects we coded the interview transcripts
and project materials when provided. Two types of projects
emerged: those that conducted statistical analyses to address
a specific research question and those that built a tool for
end users to explore the data on their own. For projects that
conducted statistical analyses, transcripts and project materi-
als were further coded to identify the type of question: ex-
ploratory, inferential, or predictive.

Slightly under half of the projects built tools for end users
(Table 2). These projects developed software programs or
websites that made the data easier to use for others. Some
projects built tools for readers to explore the data. In New
York City, one group built an interactive map using 311 cit-
izen complaints so that readers could explore which neigh-
borhoods had the most rat-infested restaurants. Participant 3
helped create a visualization tool for port officials to monitor
real-time international shipping price data. Using this tool,
port officials could observe unexpected changes in prices that
could help them detect fraud. This tool allowed end users to
monitor changes in the data in near real-time. Other projects
included tools to support data analysis by speeding up the pro-
cessing of data (e.g. file conversion between data files). These
tools empower end users to use data to come to their own con-
clusions. Using interactive visualizations, end users can fo-
cus in on specific data points, monitor trends over time, and
make their own comparisons. The purpose of these types of
projects is not to make an observation, to make an argument,
or to support a decision. Instead the purpose is to make it
easier for others to use the data. While some of these projects
included visualization, none made use of statistical analyses.

The other half of projects aimed to extract insights from data,
and these insights were often summarized in a report. The
vast majority of these projects used descriptive statistics or

exploratory analyses to draw insights from the data, while
only a few projects used inferential statistics or predictive
statistics (Table 2). Exploratory analyses focused on find-
ing patterns in the data, such as trends over time, anoma-
lies, or extreme values. Almost all of the exploratory projects
made heavy use of visualizations. For example, Participant
12 investigated whether it takes longer to get out of minimum
wage jobs now than it did in the past. For this they created
a visualization of changes in the percentage of workers who
held minimum wage jobs now and in the past. They then used
these visualizations to make an argument that escaping mini-
mum wage jobs does takes longer than in the past.

Predictive analyses were used to inform decisions. Partici-
pant 4 constructed projections based on census data to plan
out various scenarios in planning for the future. A local gov-
ernment intended to place a limited number of language insti-
tutes around their county and this data project aimed to find
an optimal distribution for these institutes to maximize both
the number of people who would benefit as well as the diver-
sity of immigrant communities they served.

Through interviews and surveys we found that nearly half of
projects left it up to the end users to draw their own conclu-
sion while the other half drew conclusions that relied almost
exclusively on exploratory and descriptive statistics. Very few
projects used sophisticated statistical analyses.

DISCUSSION
Through interviews and survey responses we gathered infor-
mation on 40 projects that involved the analysis of open gov-
ernment data. We characterized the way in which work was
coordinated and we categorized the type of artifacts produced
by these projects. Three major themes emerged. One, groups
were typically small, with low turnover, and relied heav-
ily on synchronous communication. Two, interdisciplinarity
played an important part in the formation of groups and the
roles individuals played within these groups. Three, very few
projects produced artifacts that used sophisticated statistical
methods such as inferential or predictive analyses.

In these respects, open data analysis shares some similari-
ties and differences with other forms of open collaboration.
Like prototypical open collaboration (e.g. Wikipedia, open
source software), the production of shared artifact was cen-
tral to open data analysis; unlike prototypical open collab-
oration this shared artifact varied in the degree to which it
was open and work on this artifact was not universally sup-
ported by a technologically mediated collaboration platform.
Open data analysis projects had different levels of openness.
All projects made use of data that was at least partially open



and most made their end products open. However, they var-
ied in whether the project was open to new collaborators and
whether materials were open while work was taking place.
Only some projects used GitHub, an online version control
system with social transparency designed for software devel-
opment [8]. Technologically mediated platforms with low
barriers to entry and exit and flexible social structures en-
able the large-scale, asynchronous, high-turnover collabora-
tions typical in most open collaboration [11]. Inconsistent
norms about openness and a lack of a universal, technolog-
ically mediated platform may partially explain why we ob-
served open data analysis collaborations which were small,
with low turnover, and synchronous communication.

Open data analysis shares more similarities with less proto-
typical forms of open collaboration such as the maker move-
ment and open science. Similar to the maker movement, there
is no universal technologically mediated collaboration plat-
form. In the maker movement, as in open data analysis, col-
laboration takes places through a variety of different means.
Sharing of designs and ideas takes place in person or on a va-
riety of online websites (e.g. Ikea Hacks website, Instructa-
bles) [33, 37]. Collaboration frequently takes place offline in
hackerspaces and Fab Labs [22]. In hackerspaces individuals
exchange knowledge of fabrication techniques; these spaces
are used to collaborate, to learn and to teach [33]. The lack of
central technologically-mediated collaboration likely shapes
practice both at a community and artifact level for both the
maker movement and open data analysis. Decentralization
likely creates looser community boundaries; both activities
are better explained as collectives of practice rather than com-
munities of practice [37]. Decentralization also may explain
why collaborations are smaller in scale.

The nature of data analysis tasks may create demands that
constrain collaboration practices as well. Many projects orga-
nized work interdependently to support interdisciplinary roles
within groups. Domain experts and technical experts took on
the roles of thinker and doer, respectively, which required it-
erative feedback between these two types of experts. Using
data that was collected by someone else is difficult. This is
one of the challenges that scientists face in the reuse of other
scientists’ data. Data often lacks adequate documentation to
understand the context in which it was created, its format,
and its meaning [1]. Scientists often need to interact with
the original creators of the data in order to fully understand
it [32]. In open data analysis projects, domain experts who
have more familiarity with the data play an invaluable role
explaining to technical experts the meaning of data entries
and fields and assessing issues of data quality. Domain ex-
perts also acted as advisors, guiding research questions and
interpretation. Through back-and-forth discussions techni-
cal experts provided new results while domain experts gave
feedback on these results. This pattern of feedback shares a
resemblance to the back-and-forth communication between
scientists and statisticians that helps statisticians turn scien-
tific questions into statistical questions [12].

Analysis of open data requires interdisciplinary skills that a
single individual rarely possesses. The task demands of in-

terdisciplinarity engender a high level of interdependence,
which in turn may explain why collaborations are typically
small in scale and use synchronous communication. Many
forms of technologically-mediated communication that help
collaborations scale may be insufficient to support the itera-
tive feedback required by complex, interdependent work [27].

Open data analysis is an emerging practice, in which the
contributors, norms, methods, and artifacts are still develop-
ing. Currently we find that collaboration is interdisciplinary,
interdependent, small in scale, with low turnover, and syn-
chronous communication. We argue that these characteristics
stem from the lack of a centralized, technologically mediated
collaboration platform as well as the task demands inherent
in reusing data and performing statistical analysis. We expect
open data analysis as a practice to evolve rapidly. Collective
norms develop over time and, while norms of openness and
sharing are currently heterogeneous, they may converge to-
wards greater openness. More openness together with the de-
velopment of a technologically-mediated collaboration plat-
form to support data analysis might facilitate the larger-scale
collaborations typical of other forms of open collaboration.
A greater total quantity of work can be completed with larger
collaborations.

Similarly, techniques, methods, and objectives also develop
over time. On average, participants were highly educated,
and project groups had contributors with years of experience
in relevant technical areas and subject domains. Despite these
skills, research questions remained exploratory. The avail-
ability of data science technologies, which have lowered bar-
riers to entry in data science, may not be enough to make so-
phisticated analyses accessible even for well-educated people
[6]. For the few cases in which sophisticated analyses were
used, these projects were often modeled after other existing
projects. It may take time to build up a collective repository
of ideas to support more complex methods and questions.

In this paper we characterized collaboration in open data anal-
ysis using the Model of Coordinated Action [20]. This paper
is one of the first to apply MoCA to describe collaboration
for an emerging coordinated action. This model provided a
systematic framework to compare and contrast collaborative
practices in open data analysis against other forms of collab-
oration. This paper demonstrates that MoCA is an effective
framework to make task- and platform-independent compar-
isons. The largest challenge we faced in using MoCA is op-
erationalization of its seven dimensions. Nascence, in par-
ticular, was difficult to measure. We chose to operationalize
nascence as the degree of uncertainty individuals felt in their
work. However, it was difficult to untangle whether individ-
uals felt uncertainty because of the inherent uncertainty in
discovering meaning from data or because individuals were
trying to figure out which questions, methods, and tools to
use in their analyses. There are also important aspects of col-
laboration that fall outside the scope of MoCA. For example,
we found that the intended audience of the project shaped
collaboration in open data projects. Future work, will be re-
quired to determine whether seven dimensions are sufficient
to characterize coordinated actions.



Limitations and Future Work
The greatest limitation of this study is the low survey sample
size. We gathered survey data to provide quantitative data to
complement results from our interviews and to increase our
sample size. Even so, we were only able to recruit a small
number of survey participants, despite multiple strategies for
recruiting a larger survey sample including posting recruit-
ment messages in multiple online locales, sending personal-
ized email messages, and providing a monetary incentive (al-
beit a low one). One of the challenges in studying open data
analysis is that it has not yet developed a unified community
of practice. This creates two complications. First, the lack of
a unified community led to difficulties in recruiting a repre-
sentative cross section of participants. Second, the lack of a
centralized community made it hard to identify a sizable sam-
ple of the community. The participants that we were able to
recruit are likely to be more actively involved in the projects
than typical individuals and more likely to identify with open
data as a community of practice. As a result of the low sam-
ple size, and the heterogeneity within this community, we do
not believe these participants are necessarily representative of
all individuals who work with open government data. Instead
what the data does provide is a collection of over 40 exam-
ple projects. Using this set of projects we have identified a
number of patterns and themes in the way that these groups
collaborate. Though these themes may not hold true for all
projects, they are at least important considerations for many
such projects. As an exploratory study this study lays the
groundwork for future work, which will hopefully comple-
ment these findings using a broader and more representative
sample.

Future work should look at open data analysis using a global
sample. We specifically focused on the practices of open data
analysis in a single country because different countries have
very different political climates. Collaboration and the use
of open data to fight government corruption in countries with
substantial political repression or retribution may be very dif-
ferent from the forms of collaboration in the U.S.

In this paper we observed that large-scale collaborations are
less typical of open data analysis than other, more prototypi-
cal forms of open collaboration. In part, this can be explained
by the lack of a centralized, technologically mediated collab-
oration platform. Future work should evaluate this claim as
well as investigate what sorts of platforms could best support
data analysis. We found that some projects used GitHub, but
this platform may not be well suited for data analysis. In par-
ticular, it lacks some technical capabilities such as the ability
to store large quantities of data, to develop documentation
and metadata for data sets, and version control that supports
data cleaning and processing. We also argue that this work re-
quires interdisciplinarity and interdependent work which may
not be supported by the limited communication channels built
into platforms like GitHub.

CONCLUSION
The democratization of data science and open government
data initiatives have inspired groups from civic hackers to
data journalists to use data to address social issues. The

analysis of open government data is expected to encourage
citizens to participate in government as well as to improve
transparency and efficiency in government processes. We
found that interdisciplinarity was important and that groups
were typically small, with low turnover and relied heavily
on synchronous communication. We found that most of the
projects analyzing government data asked exploratory ques-
tions and made use of descriptive statistics and visualizations
rather than more sophisticated questions and approaches. The
emerging practice of open data analysis faces many chal-
lenges going forward, including how to tackle more complex
questions, how to collaborate effectively with so many differ-
ent communities of practice, and how to collaborate in ways
that scale when interdependent teamwork is so important.
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